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Abstract—Mining interesting patterns in various domains is an important area in data mining and knowledge discovery process. A number 
of parallel and distributed frequent pattern mining algorithms have been proposed so far for the large and/or distributed databases. 
Occurrence frequency is not the only criteria to mine the patterns but also occurrence behavior (regularity) of a pattern may also be 
included in mining process. A pattern is frequent if the occurrence frequency is not less than the user given support threshold and this 
pattern is regular if it satisfies the user given regularity measure. So far a few efforts have been made to mine regular patterns but there is 
no suitable algorithm to mine regular-frequent patterns in parallel and distributed environment. Therefore, in this paper we introduced a new 
method called PRF-method (Parallel Regular Frequent Pattern-method) to discover regular-frequent patterns in large databases using 
vertical data format which requires only one database scan. PRF-method works in parallel at each local site in order to reduce I/O cost and 
inter-process communication and generates all regular-frequent patterns in the final phase. The experimental results show that our PRF-
method is highly efficient in large databases. 

Index Terms— Regular patterns, frequent patterns, vertical data format, parallel algorithms, large databases.   

——————————      —————————— 

1 INTRODUCTION                                                                     
The fundamental and important area in data mining re-

search is Frequent pattern mining. Apriori algorithm [1] [2] 
was the fundamental algorithm to mine frequent item sets that 
was introduced by Agrawal et.al in 1993. Apriori algorithm 
uses prior knowledge and employs an iterative approach 
known as level-wise search to generate frequent patterns (FP). 
In the first scans of the database, it generates 1-itemsets, recur-
sively it generates 2-itemset and then 3-itemset and continues 
until all the frequent item sets were generated. To generate k-
itemset, it requires k database scans and also large amount of 
memory is needed which reduces the efficiency of the algo-
rithm. Han et.al [3] introduced frequent pattern tree (FP-tree) 
and FP-growth algorithm to generate frequent patterns without 
candidate generation in the year 2000. This algorithm has been 
found to be efficient in memory as well as in execution time 
when compared to apriori algorithm because it needs only two 
database scans to discover the complete set of frequent items 
from the database. When the occurrence frequency of an item is 
not less than the user given minimum support threshold (i.e 
support) then it is said to be frequent itemset. 

 
Tanbeer et al. [4, 5] introduced a new problem called regular 

patterns which follow temporal regularity of a pattern in a 
transactional database. The pattern is supposed to be a regular 
pattern when its occurrence behavior is less than or equal to 
user given maximum regularity threshold (i.e., max_reg). RP-
tree [4] was introduced which is used to mine regular patterns 
in a transactional database with two database scans like FP-tree 

[3]. In the first scan they identify length-1 regular items for a 
given max_reg by creating item header table called R-table 
with regularity and support. Next, RP_tree is constructed in the 
second scan in support descending order in order to mine the 
complete set of regular patterns. The importance of such type 
of patterns with occurrence frequency and regularity can be 
used in a wide range of applications in the real world.  

There are a number of parallel and distributed FP mining al-
gorithms [5-8] which are developed based on apriori and FP-
tree algorithm. There was much attention among the authors to 
mine frequent patterns, sequential patterns in large databases 
from the last decade but a very little attention on regular pat-
tern mining which was recently introduced. Therefore, among 
the available field of work we initiate to mine regular-frequent 
patterns in large databases using vertical data format. There-
fore in this paper, we introduced an efficient method named 
PRF-method to mine regular-frequent patterns on large data-
bases with one database scan using vertical data format [9, 10, 
11].  In the first step we partition the database into several 
small equal parts and assign to each processor at their respec-
tive local sites. In the next step we require a database scan to 
convert the transactional database into vertical format. Now, 
our method individually mines all local vertical databases in 
parallel towards discovering all possible global regular-frequent 
patterns with PRF-local table and PRF-header table without 
any inter-process communication between the processors.  

The rest of the paper is organized as follows. Section 2 is 
the related work which describes about frequent patterns, 
regular patterns and parallel and distributed frequent pattern 
mining algorithms. In section 3 we described the problem def-
inition to mine regular-frequent patterns in parallel and distrib-
uted environment. In section 4 the mining procedure of PRF-
method is discussed in detail. In section 5 our experimental 
results are shown. Finally we conclude the paper in section 6. 

———————————————— 

• G Vijay Kumar is currently pursuing phd degree in computer science and 
engineering, Acharya Nagarjuna  University, India, PH-9247411556. E-
mail: gvijay_73@yahoo.co.in 

• Dr. V Valli Kumari  is currently working as a Professor in the department 
of CS&SE, AU college of engineering, India,  PH-9440065256. E-mail: val-
likumari@gmail.com 
 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 4, Issue 6, June-2013                                                                    1341 
ISSN 2229-5518 
 

IJSER © 2013 
http://www.ijser.org  

2 RELATED WORK 
In this section we discuss on frequent pattern mining, regular 
pattern mining, vertical data format and parallel and distrib-
uted frequent pattern mining. Frequent pattern mining [1-3] 
was the fundamental research area in data mining. A good 
number of algorithms have been developed so far to mine fre-
quent patterns in different domains. A good number of algo-
rithms are based on apriori [6, 7] and FP-tree [8, 9, 10] in paral-
lel and distributed databases. The apriori algorithm was the 
first technique to find frequent patterns. In this algorithm it 
generates k frequent item set from previously generated k-1 
frequent itemset. It requires k database scans to generate 
length-k frequent item set and to handle the candidates gener-
ation it needs large amount of memory. To overcome the 
above disadvantages a tree based datastructure called FP-tree 
and FP-growth algorithm introduced by Han et. al [3] in the 
year 2000. In this method the database was captured with a 
database scan to find a set of distinct items along with their 
respective support count value. While scanning second time, it 
constructs FP-tree in the form of frequency-descending order. 
Each node of the FP-tree contains item name and its count 
which represents how many times that an item was occurred 
in the transactions from root node to the tail node. The FP-
growth algorithm can be applied to mine frequent patterns 
without any additional database scan. Recently, Tanbeer et. al 
[4] introduced a new problem to mine regular patterns in a 
database which follows a temporal regularity in the occur-
rence behavior of a pattern. A tree-based data structure called 
RP-tree which captures user-given maximum regularity 
threshold and mines regular patterns from the database with 
two database scans. It creates an item header table, called reg-
ular table (R-table) to store items with respective regularity 
and support in the first scan. In the second scan the RP-tree is 
constructed in support-descending order only for the regular 
itemsets in the R-table. Most of the construction process of an 
RP-tree is similar to FP-tree construction technique however in 
RP-tree no node maintains the support count instead it main-
tains the transaction_ids. 

The main advantages of using vertical data format [11][12] 
are it requires only one database scan, it reduces input/output 
operations, it uses simple operations like union, intersection, 
deletion etc., it judges non regular itemsets before generating 
candidate itemsets. So, in this paper we used vertical data 
format (i.e., itemset : tid_set) to mine regular-frequent patterns 
with PRF-method. Most of the efficient frequent pattern algo-
rithms in parallel and distributed environment were based on 
FP-tree and FP-growth mining process. The algorithms FP-
Forest [8], Load Balancing FP-tree [9] and Parallel Pattern-tree 
[10] distributes large database into several small parts to each 
of the local sites. Later they construct their local FP-trees sepa-
rately at each site according to their FP-tree construction pro-
cedure and mine for global frequent patterns at the final stage. 
In this paper we consider [5] [10] to mine global regular-
frequent patterns in large databases using vertical database 
format in parallel and distributed environment.  

3 PROBLEM DEFINITION 
In this section we describe the concepts of regular-frequent pat-
tern mining and define the fundamental definitions of the 
problem to obtain complete set of regular-frequent patterns in 
parallel and distributed environment. 

Let I = {i1, i2, . . . , in} be a set of items. A set X = {ij, . . . , ik} ⊆ I, 
where  j ≤ k and j, k ∈ [1, n] is called a pattern(or an itemest). A 
transaction t = (tid, Y) is a couple where tid is a transaction-id 
and Y is a pattern.  Let size(t) be the size of t, i.e., the number 
of items in Y. A transaction database DB over I is a set of 
transactions T = {t1, . . . ,tm}, m = | DB | is the size of DB, i.e., 
the total number of transactions in DB. If X ⊆ Y, which means 
that t contains X or X occurs in t and denoted as tjX, j∈[1, m]. 
Therefore, TX = {tjX, . . . ,tkX}, j ≤ k is and j, k ∈[1, m] is a set of all 
transactions where pattern X occurs in DB. 

3.1 Definition 1 (Frequent pattern X) 
The total number of transactions in a DB that contains pattern 
X is called the support of X, Sup(X). Hence Sup(X) = | TX |, 
where | TX | is the size of TX. If Sup(X) ≥ min-sup then X is a 
frequent pattern. 

3.2 Definition 2 (Regularity of a frequent pattern X) 
Let tXj+1 and tjX, j∈[1, (m - 1)] be two consecutive transactions 
where X appears. The difference between these two consecu-
tive transactions can be defined as a period of X, say pX (i.e., pX 
= tXj+1 – tX, j∈[1, (m - 1)]). For simplicity, to calculate the period 
of a pattern, we consider the first transaction in the DB as null 
i.e., tfirst = 0 and the last transaction is the mth transaction i.e., 
tlast = tm. Let for a TX, PX be the set of all periods of X i.e., PX = 
{p1X, . . . , prX}, where r is the total number of periods in PX. 
Then the regularity of X can be denoted as reg(X) = max{p1X, . . 
. ,prX}. A pattern X is called a regular-frequent pattern if it satis-
fies both of the following criteria’s: (a) the support of a pattern 
X is not less than the user given minimum support threshold 
say min_sup, δ, and (b) The regularity of a frequent pattern X 
is not greater than the user given regularity threshold say 
max_reg, λ, in percentage of | DB |. 

3.3 Definition 3 (Parallel Regular Frequent) 
Let S = {S1, . . . , Sn}be n-number of sites in homogeneous dis-
tributed system. The database DB is divided into n equal parti-
tions as db1, db2, . . . , dbn, and each partition dbi is assigned to a 
site Si. Let Supi(X) denotes the support count of X in dbi and 
Regi(X) denotes the regularity of a patter X in dbi. Hence, we 
call Supi(X) and Regi(X) as the local support count and local 
regularity of a pattern X in dbi respectively and Sup(X) and 
Reg(X) as the global support count and global regularity of a 
pattern X in DB respectively. For a given min_sup, δ (support) 
and max_reg, λ (regularity), we contain a header table (Table-3) 
which collects all δ’s and λ’s from the local sites to find global 
support and global regularity respectively. X is global regular-
frequent pattern if it satisfies the given two thresholds (i.e., 
(Sup(X) = Sum(Sup1, Sup2, . . . , Supn) ≥ δ) and (Reg(X) = 
Max(Reg1, Reg2, . . . , Regn) ≤ λ)). 
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4 PARALLEL AND DISTRIBUTED REGULAR FREQUENT 
PATTERN MINING 

In this section we explain parallel and distributed regular-
frequent pattern mining with our proposed PRF-method. In 
this we consider a distributed environment containing differ-
ent sites (locations) where each site contains a processor, 
memory and other needful resources. Divide the large data-
base into small, non-overlapping and equal partitions in order 
to distribute for n-number of sites. We explain parallel and 
distributed regular-frequent pattern mining with our example 
database DB (Table 1).  
 

TABLE 1 
Example Database DB 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
TABLE 2 

Vertical Database 
 

 
Ta-
ble 1 
is 
the 
hor-
izont
al 
da-
taba
se 
that 

contains two sites S0 and S1, each one having nine transactions. 
We require only one database scan to mine regular-frequent 
patterns by using PRF-method. At each local processor the 
horizontal database converts into vertical database with one 
database scan which are shown in Table 2. Let us consider the 
global minimum support min_sup, δ = 8 and the global maxi-
mum regularity of a pattern max_reg, λ = 4 are two measures 
to mine global regular-frequent patterns with the help of Table 
3 (i.e., PRF-header table). There is a header table array which 
is somewhat similar to PP-tree [10] header table that collects 
all local max_reg’s and all min_sup’s respectively. 

After converting the database into vertical format the mining 
process starts with the proposed PRF-method by finding all 
the periods of length-1 items at each of their individual local 
sites (i.e., P0X, P1X, . . . , PnX). To obtain the periods of a pattern 
from the above two processors in Table 1, let us consider the 
first transaction be a null transaction say tfirst = 0 and the last 
transaction is the ninth transaction say tlast = 9. For example, in 
site S1 item e occurs in 1, 3, 4, 5 and 8 transactions respectively. 
The periods computation of e are (1 - tfirst =) 1, (3 - 1 =) 2, (4 - 3=) 
1, (5 - 4 =) 1, (8 - 5 =) 3, (9 - 8 =) 1, where tfirst = 0 and tlast = 9. 
Therefore the maximum period of item e in S1 is called a regu-
larity of a pattern i.e., maxe (1, 2, 1, 1, 3, 1) = 3 which can be 
seen in Table 4.  
 

TABLE 3 
PRF Header Table 

 
Items    S0    S1 --    Sn    Total 

i1 
Sup0(i1) Sup1(i1) -- Supn(i1) ∑i(Supi(i1)) 
Reg0(i1) Reg1(i1) -- Regn(i1) Maxi(Regi(i1)) 

i2 
Sup0(i2) Sup1(i2) -- Supn(i2) ∑i(Supi(i2)) 
Reg0(i2) Reg1(i2) -- Regn(i2) Maxi(Regi(i2)) 

-- -- -- -- 

-- -- 

im Sup0(im) Sup1(im) -- Supn(im) ∑i(Supi(im)) 
Reg0(im) Reg1(im) -- Regn(im) Maxi(Regi(im)) 

 
TABLE 4 

PRF Local Tables with Pi
X , Supi and Regi 

 

 
PRF-header table (Table 5) collects all local supports and local 
regularities of length-1 itemset to identify according to the 
given two thresholds (λ = 4 and δ = 8). In the process of PRF-
method, it finds for global minimum support threshold from 
all the sum of supports (Sup(X) = Sum(Sup1, Sup2, . . . , Supn) 
available in the header table. For example Sup(e) = 6 + 5 = 11 
which satisfies the support δ = 8 and then it calculates maxi-

S0 S1 
Tid Transaction Tid Transaction 
1 a, b, c, d 1 b, c, d, e 
2 a, b 2 a, c, d 

3 a, c, d, e 3 a, d, e 

4 b, d, e 4 a, b, c, d, e 

5 a, c, d, e 5 a, c, d, e 

6 b, c, d 6 c, d 

7 a, d, e 7 b, c, d 

8 a, b, c, d, e 8 b, d, e 

9 a, b, c, e 9 a, b, c 

S0 S1 

Items Transaction_id Items Transaction_id 

a 1, 2, 3, 5, 7, 8, 9 a 2, 3, 4, 5, 9 

b 1, 2, 4, 6, 8, 9 b 1, 4, 7, 8, 9 

c 1, 3, 5, 6, 8, 9 c 1, 2, 4, 5, 6, 7, 9 

d 1, 3, 4, 5, 6, 7, 8 d 1, 2, 3, 4, 5, 6, 7, 8 

e 3, 4, 5, 7, 8, 9 e 1, 3, 4, 5, 8 

S0 S1 

It
e
m
s 

P0X Sup  0 
Reg  

0 

Ite
m
s 

P1X Sup
1 

Reg
1 

a 1, 1, 1, 2, 
2, 1, 1 7 2 a 2, 1, 1, 1, 

4 5 4 

b 1, 1, 2, 2, 
2, 1 6 2 b 1, 3, 3, 1, 

1 5 3 

c 1, 2, 2, 1, 
2, 1 6 2 c 1, 1, 2, 1, 

1, 1, 2 7 2 

d 1, 2, 1, 1, 
1, 1, 1, 1 7 2 d 

1, 1, 1, 1, 
1, 1, 1, 1, 
1 

8 1 

e 3, 1, 1, 2, 
1, 1 6 3 e 1, 2, 1, 1, 

3, 1 5 3 
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mum regularity measure among all local regularities (i.e., 
Reg(X) = Max(Reg1, Reg2, . . . , Regn) ≤≤ λ) for the same example, 
in local site S0, P0e is maxe (3, 1, 1, 2, 1, 1) = 3 which is less than 4 
and in local site S1, P1e is maxe (1, 2, 1, 1, 3, 1) = 3 and Reg(e) 
finds the global regularity is Max (3, 3) = 3. So, Reg(e)  satisfies 
the regularity threshold (λ = 4) so e is a regular item. And then 
So in this example item e is a regular-frequent item. If Reg(e) in 
S1 did not satisfies the regularity threshold or/and support 
threshold in PRF-header table it removes e from the table. 
 

TABLE 5 
PRF Header Table with Global Regularities and Global  

Supports 
 

Items Sup0 Sup1 Sup0+Sup1 Reg0 Reg1 
Max(Reg0, 

        Reg1) 

a 7 5 12      2 4        4 

b 6 5 11      2 3        3 

c 6 7 13      2 2        2 

d 7 8 15      2 1        2 

e 6 5 11      3 3        3 

 
TABLE 6 

Length 2 Itemsets 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Table 5 summarizes all global support values and global regu-
larity values of lenth-1 itemset for our running example. For 
further processing with simple and operation we mine for 
length-2 itemset ignoring all items that do not satisfy, since 
regular-frequent patterns follow the downward closure proper-
ty. In the running example all length-1 items satisfies the giv-
en two thresholds, so all the items will be processed to form 
length-2 itemset. In Table 6, 7 and 8 we can see the process of 
mining regular-frequent patterns of length-2. 

In Table 8 itemset (a, b) did not satisfied the two given 
measures, (b,  c) did not satisfied regularity measure, (b,  e) 
and (c, e) did not satisfied the support threshold. So all these 
four length-2 itemsets are not regular-frequent therefore they 
will be ignored. Again the same process continues until no 
regular-frequent itemsets found. The advantage of our pro-

posed method is, it takes less time to convert the database into 
vertical format and the mining process takes place individual-
ly at all local sites without having any inter-process communi-
cation among the processors. 

 
TABLE 7 

PRF LOCAL TABLES WITH PI
X , SUPI AND REGI 

 

  
 

TABLE 8 
PRF Header Table with Length-2 Global Regularities and 

Global Supports 
 

 

5 EXPERIMENT RESULTS 

     In this section we are going to produce our results. Since 

S0 S1 
Items Transaction_id Items Transaction_id 
a, b 1, 2, 8, 9 a, b 4, 9 
a, c 1, 3, 5, 8, 9 a, c 2, 4, 5, 9 
a, d 1, 3, 5, 7, 8 a, d 2, 3, 4, 5, 9 
a, e 3, 5, 7, 8, 9 a, e 3, 4, 5 
b, c 1, 6, 8, 9 b, c 1, 4, 7, 9 
b, d 1, 4, 6, 8 b, d 1, 4, 7, 8 
b, e 4, 8, 9 b, e 1, 4, 8 
c, d 1, 3, 5, 6, 8 c, d 1, 2, 4, 5, 6, 7 
c, e 3, 5, 8, 9 c, e 1, 4, 5 
d, e 3, 4, 5, 7, 8 d, e 1, 3, 4, 5, 8 

S0 S1 
Items P0X Sup0 Reg0 Items P1X Sup1 Reg1 
a, b 1, 1, 6, 

1 
4 6 a, b 4, 5 2 5 

a, c 1, 2, 2, 
3, 1 

5 3 a, c 2, 2, 1, 4 4 4 

a, d 1, 2, 2, 
2, 1 

5 2 a, d 2, 1, 1, 1, 
4 

5 4 

a, e 3, 2, 2, 
1, 1 

5 3 a, e 3, 1, 1, 4 3 4 

b, c 1, 5, 2, 
1 

4 5 b, c 1, 3, 3, 2 4 3 

b, d 1, 3, 2, 
2 

4 3 b, d 1, 3, 3, 1, 
1 

4 3 

b, e 4, 4, 1 3 4 b, e 1, 3, 4, 1 3 4 
c, d 1, 2, 2, 

1, 2, 1 
5 2 c, d 1, 1, 2, 1, 

1, 1, 2  
6 2 

c, e 3, 2, 3, 
1 

4 3 c, e 1, 3, 1, 4 3 4 

d, e 3, 1, 1, 
2, 1, 1 

5 3 d, e 1, 2, 1, 1, 
3, 1 

5 3 

Items Reg0 Reg1 Max(R0,R1) Sup0 Sup1 Sup1+Sup2 

a, b 6 5 6 4 2 6 

a, c 3 4 4 5 4 9 

a, d 2 4 4 5 5 10 

a, e 3 4 4 5 3 8 

b, c 5 3 5 4 4 8 

b, d 3 3 3 4 4 8 

b, e 4 4 4 3 3 6 

c, d 2 2 2 5 6 11 

c, e 3 4 4 4 3 7 

d, e 3 3 3 5 5 10 
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there is no existing algorithm to discover regular-frequent pat-
terns, we only examine PRF-method performance which in-
cludes converting database into vertical format and local table 
and Header table and corresponding parallel mining process. 
We used our PRF-method over synthetic (T1014D100K) and 
real (Kosarak) datasets which are frequently used for frequent 
pattern mining experiments which are developed at IBM 
Almaden Quest research group and obtain from the website 
http://cvs.buu.ac.th/mining/Datasets/~synthesis_data/ and UCI 
Machine Learning Repository (University of California – Ir-
vine, CA) respectively. We consider all local sites with identi-
cal configuration which consists of 2.66 GHz CPU with 2GB 
main memory running on Windows XP. All programs are 
written in NetBeans IDE 7.0. Message passing interface is es-
tablished for communication among all the sites. We distribut-
ed  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
the partitioned database among the sites and the processor in 
the corresponding site will have complete access to its portion 

of the database.We report the results on T1014D100K synthetic 
dataset which contains 100K transactions, 870 items and 10.10 
as the average transaction length. The above Figure 1 shows 
the execution time on different Sup() and Reg() values on in-
creasing number of processors. We also report on the Kosarak 
real dataset that contains 990K transactions, 41,270 items and 
8.10 as the average transaction length. Figure 2 shows the exe-
cution time on various Sup() and Reg() values. 

6 CONCLUSION 
Parallel computing is a necessary component in any large-
scale data mining application. In large databases the perfor-
mance of the parallel algorithms completely based on I/O cost 
and inter-process communication. In this paper we have in-
troduced a new mining method called PRF-method in parallel 
and distributive environment to obtain the complete set of 
regular-frequent  patterns reducing I/O cost and inter-process 
communication. It requires only one database scan to convert 
the horizontal database into vertical data format, so I/O cost 
reduced and also no inter-process communication takes place 
at the mining process between the processors. This shows the 
efficiency of our proposed method.  
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Fig. 1. Execution time over different δ and λ on T10I4D100K 

 

 
Fig. 2. Execution time over different δ and λ on Kosorak database 
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